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Abstract

Tracking of human motion in video is usually tackled either by local opti-
mization or filtering approaches. While local optimization offers accurate
estimates but often looses track due to local optima, particle filtering can
recover from errors at the expense of a poor accuracy due to overestimation
of noise. In this paper, we propose to embed global stochastic optimization
in a tracking framework. This new optimization technique exhibits both the
robustness of filtering strategies and a remarkable accuracy. We apply the
optimization to an energy function that relies on silhouettes and color, as
well as some prior information on physical constraints. This framework pro-
vides a general solution to markerless human motion capture since neither
excessive preprocessing nor strong assumptions except of a 3D model are re-
quired. The optimization provides initialization and accurate tracking even
in case of low contrast and challenging illumination. Our experimental eval-
uation demonstrates the large improvements obtained with this technique.
It comprises a quantitative error analysis comparing the approach with local
optimization, particle filtering, and a heuristic based on particle filtering.
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1 Introduction

Techniques for markerless human motion capture with three-dimensional
models that appeared in the last decade can be classified into two groups,
namely filtering and optimization strategies. The filtering approaches regard
the images as noisy observations of the unknown true state, that is the po-
sition, rotation and joint configuration of the human model in each frame.
They assume that the dynamics of the human can be modeled by a stochas-
tic process, usually a Markov process, and that the images are generated
from the true pose by a stochastic process disturbed by noise. Depending
on the underlying processes, the solutions are based on Kalman or particle
filtering [14].

The optimization approaches assume the existence of a cost function
based on some image features such that the true pose is a global optimum of
the function. The cost function may depend on the estimates from previous
frames as it occurs from Bayesian modeling where a posterior distribution
for a single frame is optimized. After optimization, however, only the es-
timate but not the distribution is taken into account for the next frame —
in contrast to filtering where the uncertainty in the estimate is propagated
over time. Since standard global optimization techniques are very expensive,
local optimization algorithms like gradient descent are commonly used. So
far, neither filtering nor optimization performed significantly better than the
other, since both strategies have advantages and disadvantages.

Filtering methods are known to be robust and can recover from errors
since they can model noise and resolve ambiguities over time. Particularly,
particle filters are popular due to the multimodality of the solution since they
approximate a distribution instead of a single value. Furthermore, they do
not require linearity of the involved model like the Kalman filter. However,
the available convergence results assume that the underlying stochastic pro-
cesses are known — which in practice is rarely the case. Finding the right
models for human motion tracking — both for the dynamics and for the like-
lihood — is very difficult and so far unsolved. Instead, the weakness of the



Figure 1.1: From left to right: a, b) Two successive frames of a multi-view
video sequence with low contrast, rapidly changing illumination, and moving
people in the background. ¢) The projected mesh shows an accurate estimate
for the frame b). The cyan dots are estimates for the markers that were used
for a quantitative error analysis.

models is often handled by overestimating the noise yielding a poor perfor-
mance in high dimensional spaces.

Energy minimization approaches are usually more flexible with regard to
the underlying model. However, local optimization suffers from local optima.
This has the effect that tracking fails in case of fast motion and the method
usually cannot recover from errors.

Our main contribution is to fill the gap between the filtering and local
optimization approaches. To this end, we propose a tracking framework that
is based on global stochastic optimization, namely interacting simulated an-
nealing (ISA) [15]. Since ISA approximates a distribution rather than a single
value, similar to a particle filter, it inherits the advantages of filtering like
multimodality and robustness. However, instead of approximating the pos-
terior distribution, the distribution of interest concentrates its mass around
the global optima as illustrated in Figure 2.1. Hence, we avoid the modeling
problem of filtering approaches where the types of the involved distributions
affect the posterior, and thus the outcome. Whereas for global optimization,
the shape of the energy function is unimportant as long as the true state
is close to the global optimum, which simplifies the modeling task. Indeed,
our experiments reveal a better accuracy of our framework than filtering
approaches and more robustness than local optimization.



We make use of the larger flexibility in the modeling by introducing an
energy function that relies on silhouettes and color, as well as some prior
information on physical constraints. In contrast to other works, which regard
the appearance of the human for each view as independent, we estimate a
statistical appearance model of the 3D surfaces of individual body parts
using histogram representations. This makes the model more robust to 3D
rotations than comparable 2D models as they are used e.g. in [1].

A quantitative error analysis is performed to compare our approach with
local optimization, particle filtering, and a state-of-the-art extension [1] of the
annealed particle filter [12]. Our framework features automatic initialization
and provides accurate estimates even in the case of video sequences with low
contrast and challenging illumination, see Figure 1.1. Since neither excessive
preprocessing nor strong assumptions are required, except a 3D model, it is
a very general solution to human motion capture.

1.1 Related Work

A Kalman filter was integrated into a framework with multiple abstraction
levels of the human dynamics [6]. In order to avoid the linearity assump-
tions of the Kalman filter, Isard and Blake [18] applied a particle filter to
2D tracking. For 3D human motion capture, particle filters were combined
with Markov chains, called Hybrid Monte Carlo filtering [10], and graphical
models, called nonparametric belief propagation [21, 23]. While other ap-
proaches rely on local optimization [7, 9, 17, 20|, some heuristics based on
particle filters were developed to combine local optimization with filtering,
e.g. covariance scaled sampling [25], smart [5] and annealed particle filter-
ing [12].

Global stochastic optimization as interacting simulated annealing has so
far only been applied to pose estimation for still images [16], which is not
suitable for tracking since it is too slow and requires accurate silhouettes. The
advantages of taking the appearance into account have been shown in [1, 19]
where the appearance was modeled by a mixture of Gaussians. The ap-
pearance can also be modeled in a more general manner by histograms as
suggested for face tracking, see e.g. [3]. Furthermore, there are many ap-
proaches that learn the dynamics of special motions offline from training
samples. These methods are out of scope since they apply only to a small
subset of human motion patterns. Here, we only mention the Gaussian pro-
cess dynamical models [26] since we also use Gaussian processes — but for
online learning.



2 Pose Estimation by Global
Optimization

The pose estimation for a single frame is performed by interacting simulated
annealing [15] where the pose is represented by a vector containing the po-
sition, rotation, and joint angles of the 3D skeletal model. The solution is
given by a distribution 7; whose mass concentrates in the region of global
minima of a given energy function V' > 0 as t tends to infinity, see Figure 2.1.
This behavior is described by the following convergence theorem saying that
for any € > 0

tlim e (V >sup{v>0; V>vae}+e) =0. (2.1)

Although an analytical solution is not available for 7;, it can be approximated
by n samples:

ny = Z ﬂ(i)5x§i) (2.2)
i=1

Figure 2.1: From left to right: a) Energy function V' with global minimum
at zero. b) my. ¢) The mass of 1, concentrates around the global minimum
as t increases. For a limited number of iterations, 7, is multimodal.



Figure 2.2: The set of particles. From left to right: a) Weighting. Particles
with higher weights are brighter. b) Selection. ¢) Mutation.

where xii) are called particles, 7® weights and ¢ denotes the Dirac measure.
The optimization consists of a weighting, a selection, and a mutation oper-
ation that are iterated T' times, see Figure 2.2. Finally, an estimate for the
pose is obtained by the mean & = [ nf(z) dz.

Weighting

Assuming that a set of particles (xgi))izlmn exists, each particle is weighted
by the Boltzmann-Gibbs measure

7@ = exp (—Bt Vv <x§l)>> , (2.3)

where 3; = (t + 1) with b = 0.7 is an annealing scheme that increases
monotonically. After normalizing the weights such that Ziw(i) = 1, the
weight indicates the probability that a particle is selected for the next step.

Selection

In a first stage, particles are accepted with probability 79/ max; 7, i.e.
the particle with the highest weight is always accepted. Since after this first
stage only m particles are selected, additional n — m particles are drawn in
a second stage, replacing those from the old set. This is efficiently done by
stratified resampling [13]. Due to the selection operation, similar particles



with high weights are contained several times in the new set whereas particles
with low weights might disappear completely.
Mutation

In order to explore the search space, the particles are spread out according
to a Gaussian K; whose covariance matrix is proportional to the sampling
covariance matrix

1 G i
IS <pl +> (@ — ) (2 - mT) , (2.4)
i=1

n—1

where 11, is the average, I the identity matrix, and p a small positive constant
that ensures that the covariance does not become singular. The computa-
tional cost is reduced by using a sparse matrix that takes only correlations
of joints into account that belong to the same skeleton branch.

2.1 Energy Function
The energy of a particle z is calculated by
V(ZL’) =V V:silh(x) +7 Vapp(x) +v %hys(x)7 (25)

where the parameters v, 7, and v control the influence of the three terms,
namely silhouettes, appearance, and physical constraints that are explained
in Sections 2.1.1, 2.1.2, and 2.1.3, respectively.

2.1.1 Silhouettes

In order to model an error function between a particle x and a silhouette
image [, extracted by background subtraction, a template image T, (x) is
generated by projecting the surface of the human model that is translated,
rotated, and deformed according to the particle as shown in Figure 2.3 a).
The inconsistent areas between the silhouette and the template are then
measured for each view v by

1
V;,(l‘) = ng%w) |Tv(l’,p) - ]v<p)|
+ ﬁ; |Iv<p) - Tv(x,p)\ ) (26)



Figure 2.3: From left to right: a) Template image T, (x). b) Silhouette
image I,. ¢) Smoothed color channel.

where I,,(p) and T, (x, p) are the pixel values for a pixel p and the sets of pixels
inside the silhouettes are denoted by I and T)(z). Since pixels that are
far away from the silhouette should be penalized more severely, a Chamfer
distance transform [4] is previously applied to I, as shown in Figure 2.3
b). For the template, only a constant value is used due to computational
efficiency. The energy term Vj;, is finally defined as the average error of all
views.

2.1.2 Appearance

Our approach for integrating color information is motivated by 2D segmen-
tation where the separation of foreground pixels from the background relies
on region statistics. Since we know the 3D model, we combine the pixel in-
formation from all views to model the statistics of different body parts rather
than their separate projections to the images. For efficiency reasons, we as-
sume the image channels u. to be uncorrelated. Hence, the joint probability
density function for a body part s can be written as

ps(u) = Hps,c(uc)‘ (27)

Instead of assuming a certain family of distribution functions, we approx-
imate the probabilities ps. in a more general manner by normalized his-
tograms H(¢) where we fixed the number of bins to K = 64. The updating
of the appearance model during tracking is explained in Section 3.



In order to measure deviations of the appearance of a particle z from
the appearance model given by H°) the particle’s appearance H{(s) (x) is
estimated by sampling from all views. For this purpose, the triangles of the
human model are used to encode the body parts of the projected surface
as shown in Figure 3.1 a). Hence, a pixel p that belongs to a body part s
contributes for each channel u, to the histogram H((z). For histogram
comparison, we choose the Bhattacharya distance since it is also stable for
empty bins in contrast to x* or KLD [22]. The total deviation is then mea-
sured according to (2.7) by

Vapp( Z Ls Z (1 — Z C)h SC) > , (2.8)

where the weights w, reflect the size of the body parts and are determined
during initialization, see Section 3.

Since the distinctiveness of the appearance model depends on the used
image channels, the images are preprocessed to get a better image represen-
tation than the raw image data. We achieved good results with the CIELab
color space that mimics the human perception of color differences. Since the
L-channel is very sensitive to illumination changes, we used only the a- and
b-channel. For small body parts like the hands where the sample sizes are
rather small, image noise becomes an important issue. In order to reduce
noise without smoothing over the edges that separate body parts as shown
in Figure 2.3 ¢), we apply the edge-enhancing diffusivity function [§]

1

9(|Vul?) = Nl t e

(2.9)

with € = 0.001 and p = 1.5, where the smoothing is efficiently implemented
by the AOS scheme [27].

2.1.3 Physical Constraints

Since human motion is subject to physical restrictions, the search can be
focused on poses with higher probabilities by adding a soft constraint to the
energy function. For this purpose, the probability of a skeleton deformation
Dpose 18 estimated from a set of training samples y; taken from the CMU
motion database [11]. Since self-intersections between the head, the upper
body, and the lower body rarely occur, the sample size L can be reduced by
regarding the probabilities for the three body parts, denoted by pfead, purrer

pose ppose )
and p;‘fj‘;’jr, as uncorrelated. The probability for a body part is approximated



by a Parzen-Rosenblatt estimator with a Gaussian kernel K:

Ppose(T) = ﬁ ; K <x ;yl> , (2.10)

where the d-dimensional vectors x and g; contain only the joints for the body
part. The bandwidth A is given by the maximum second nearest neighbor
distance between all training samples. Finally, we used less than 200 samples
from different motions for modeling the physical constraints by

1
Voys(#) = =z In (puld (2)ppise” (2)pisd” () (2.11)

10



3 Tracking

For tracking, the pose estimation is embedded in a framework that takes ad-
vantage of temporal coherence of sequential data. An outline of the tracking
system is given in Figure 3.1 b). For the first frame, the pose is detected
automatically and the appearance model is initialized as described in Sec-
tion 3.1. Before estimating the pose via ISA (Section 3.3), the particles
are spread in the search space, see Section 3.2. After the optimization, the
appearance model is updated as discussed in Section 3.4.

3.1 Initialization

The initialization is performed automatically via stochastic optimization [16]
of the energy function defined in Equation (2.5). Since the appearance of the
model is unknown a priori, only the terms Vg, and Vs for the silhouettes
and physical constraints are used.

After the pose & is estimated for the first frame, the histograms H ()
are generated by sampling from the images as described in Section 2.1.2.
During sampling, the range of each feature channel is also determined and
divided into uniform bins. Furthermore, the weights ws in Equation (2.8)
are given by the sample size for each body part s after normalizing such that

> ws =1

3.2 Mutation

After estimating the pose ;, the particles xii) congregate around the global
optima for frame ¢. Since this set is not well distributed for estimating the
pose in the next frame, a mutation step spreads the particles in the search
space. For this purpose, a 3rd order autoregression is used to predict the
pose from the previous estimates, i.e. :Uffld = f(&.3) where we denote the

last three estimates by Zy.3 = (Zy, #;_1, Z4—2). The function f can be learned

11
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Figure 3.1: From left to right: a) Human model with 2K triangles. The
triangles encode the body parts. b) Outline of the tracking system. While
the particle set (chz))Z represents the distribution of the solution, the mean i,
provides a single estimate for the pose. The pose for the next frame a:ffld is
predicted by Gaussian process regression (GPR), and an additional mutation
operator spreads the particles in the search space. The pose is then estimated
by stochastic optimization (ISA). The system is closed in the sense that any
uncertainty that arises from the prediction and estimation is preserved in

terms of X775" and (ycgl)z

107
o

hip angle (degree)
R
o

0 50 100 150

Figure 3.2: From left to right: a) Prediction of a joint angle by GPR.
Predicted Gaussian distribution with x4 and o. b) Mutation operator. The
left branch (red) is reconstructed from the right branch (blue) by mirroring
the first joint.
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online from the history of estimates given by the equations Z;_, 11 = f(Z¢_.3)
for r = 1... R. The regression is implemented by Gaussian processes [2§]
that fit very well in our framework since the prediction is given by a Gaussian
distribution with mean 2?79’ and covariance matrix ¥77%", see Figure 3.2 a).
To simplify matters, we briefly summarize only the one-dimensional pre-
diction by Gaussian processes where the set of training data is given by
JA?R = (fi’t_lzg, Ce ,i’t_Rzg)T and f(fi’p) = (f(i‘t_lzg), ce f(JAIt_R;g))T.

The predictive distribution for the last three estimates ;.3 is obtained by
the conditional Gaussian distribution p(Z¢y1|Zt.3, g, f(£r)) with mean and

variance

2! = k(i3 20) K f(dR), (3.1)
(0775 = k(Zps, Br3) — k(Zps, 77) K (203, 2R). (3.2)

The covariance matrix for the training data K is modeled by the general
covariance function

2
A 1 . .
k(mr:?n :Es:B) = Qg €XpP (_5 Z aj+1 (xT*j - xsj)2>
=0

2
AN 2
+ § :aj+4 TrjTs—j+ O-noiseéTsv (33)
J=0

where the hyperparameters a; and o2, . are learned offline by minimizing

the log likelihood as proposed in [28]. Due to computational efficiency, all
parameters of the search space are assumed to be independent which yields
a one-dimensional prediction for each degree of freedom.

Since the dynamics are learned online, the prediction adapts to the cur-
rent motion but it also might be corrupted by tracking errors in the past.
Hence, we shift only 40% of the particles according to xffld, another 40% is
kept as it is and 20% are mutated. The mutation is motivated by evolution-
ary algorithms where a larger variety among a population helps to recover
from errors. We propose a human specific mutation operator that is useful
when only one of two legs or arms is well estimated due to occlusions. In
order to reconstruct its counterpart, we imitate the behavior of humans to
use their arms or legs to balance. For this purpose, the first joint of the
kinematic branch is mirrored while the other joint angles remain unchanged
as illustrated in Figure 3.2 b). Even though the mutated particles will be
mostly rejected after the first iterations of the optimization, they support
the tracker in recovering from errors. Finally, all particles are propagated

by a zero-mean Gaussian distribution with covariance matrix proportional
to Epred
t+1 -

13
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Figure 3.3: Tracking errors with respect to various parameters for sequences
Marial and Maria2. From top left to bottom right: a) Weight for
appearance term Vg,,. b) Speed of adaption. ¢) Number of particles. d)
Number of iterations.

3.3 Estimation

Having a well distributed set of particles, the pose is estimated by interact-
ing simulated annealing as described in Section 2. Since many applications
expect a single estimate for each frame, the weighted mean Z,,; is returned
as estimate.

3.4 Update

After estimation, the covariance matrices for the regression are updated in
Equations (3.1) and (3.2) by adding #;4, to the history of estimates. Further-
more, the histograms H% are adapted to the changing appearance. First, a
normalized histogram HG g generated for ;1 by sampling from all views.

14



The update for bin k is then given by

(1 — A)M© p{&) 4 AN i)
(1= XN)M® + A\M©

, (3.4)

where M) and M) are the sample sizes for the body part s to generate H
and H , respectively. The parameter A controls the speed of adaptation and
the consideration of the sample sizes avoids that the statistics are distorted
by a small number of samples, e.g. due to self-occlusions.

15



4 Experiments

The first two rows of Figure 4.2 show estimates for the sequences Marial and
Maria2. Both sequences were captured by 5 synchronized and calibrated
cameras with resolution of 640 x 480 pixels and 50 fps. They contain a
walking person in a natural environment with people in the background,
low contrast, motion blur, and challenging illumination changes as shown
in Figure 1.1. In Maria2, the walking person additionally swings her arms.
The sequences and result videos are provided as supplemental material. The
human model is a low-resolution model of a 3D scan that consists of 2K
triangles. For a quantitative error analysis, circular markers with a diameter
of approx. 5 pixels were attached to the forearms and lower legs and were
tracked manually.

In our experiments, we fixed the parameters v = 2.0 and v = 2.0 in
Equation (2.5) and we evaluated how sensitive our approach is with respect
to the appearance parameters 7 and A as plotted in Figure 3.3. Unless
otherwise stated, we used 7 = 40, A = 0.3, 200 particles, and 15 iterations.
The diagrams show clearly that the sequence Maria?2 is more challenging for
tracking due to the dynamic movement of the arms. The resulting motion
blur in the images, as shown in Figure 4.1, affects the appearance of the
arm and explains the increase of the error for large values of 7 in contrast to
the Marial sequence. Good values for both sequences are in a broad range
from 30 to 50. The optimal value for the speed of adaption A\ depends on
the environment, however, Figure 3.3 b) shows that the error is not very
sensitive to the chosen value as long as the adaption is not too fast. The
optimal numbers of particles and iterations are trade-offs between accuracy
and computation cost. Figures 3.3 ¢) and d) show a significant decrease of
the error until 100 particles and 15 iterations yielding a computation time of
4 seconds per image. Larger number of particles and iterations improve the
results only marginally.

For comparison with filtering and local optimization, we applied a stan-
dard particle filter and an iterative closest point approach [2] to the sequences.

16
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Figure 4.1: A quantitative comparison with a particle filter (PF') and local
optimization (ICP). Top: Frame 115. Estimates for frame 115 of Maria2
by PF, ICP, and ISA (from left to right). The barely visible right arm is
only correctly estimated by our approach. Bottom: While the estimates
of the particle filter are imprecise and ICP gets stuck in local optima, our
approach using I'SA provides accurate estimates for both sequences. For
sequence Maria2, the error increases only slightly whereas the error for PF

and ICP increases by a factor of two.

The comparison also reveals the

positive effect of the mutation operator depicted in Figure 3.2 b).
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Figure 4.2: Error analysis. Row 1: Estimates for frames 68, 91, 114, and 137
of Marial. Row 2: Estimates for frames 37, 56, 75, and 94 of Maria2. Row
3: Estimates for frames 80, 160, 240, and 320 for subject S4 of HumanEva-I1T.
The frames 298 — 335 are neglected for the error analysis since the ground
truth is corrupted for these frames.

ISA | APF [1]
error (mm) | 35.02+5.73 | > 60

Figure 4.3: The comparison with an annealed particle filter that uses similar
cues reveals an error reduction by more than 40%.
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The same energy model was used. For the particle filter, we employed the
weighting function (2.3) with 8, = 1. This is similar to the assumption that
the likelihood is proportional to a product of normal densities. The particles
are predicted as described in Section 3.2 without using the mutation operator
since it is not supported by a filtering framework, i.e. 50% of the particles are
shifted according to the predicted mean and the remaining 50% are directly
selected. The number of particles was set to 3000, which yields the same
computational effort as our approach with 200 particles and 15 iterations.
The results are plotted in Figure 4.1. The global stochastic optimization
approach clearly outperforms both the local optimization and the filtering.
While the huge error of the particle filter indicates the weakness of the like-
lihood and dynamics, IC'P gets stuck in local optima. It is remarkable that
the error for PF' and IC'P increases by a factor of two for Maria2 whereas our
approach performs well for both sequences, namely 4.40mm £ 1.26 (Marial,
A =0.2) and 5.09mm £ 1.43 (Maria2, A = 0.3). The error for each frame is
given in Figure 4.2.

We also applied our approach to the dataset HumanEva-IT [24] to measure
the absolute 3D tracking error. The available model is not perfect since it
does not contain the clothing of the subject S4. Since the lighting conditions
are controlled, we set A = 0. Nevertheless, we achieve accurate estimates with
250 particles as shown in row 3 of Figure 4.2. Since the set-up and movement
of the sequence, namely walking in a circle, is similar to the one used in [1],
we compare the results in Table 4.3. Furthermore, our implementation with
19 seconds per image is faster than the 90 seconds reported in [1].

19



5 Conclusion

We have shown that global stochastic optimization is a promising alterna-
tive to existing filtering and local optimization approaches for markerless
human motion capture. A quantitative comparison with local optimization
and particle filtering revealed that our tracking framework gives much bet-
ter results even for challenging scenes where the silhouette information is
unreliable. Local optimization may perform better than global optimization
for sequences where local optima are not essential — but this is rarely the
case in natural environments. Since the framework is easy to implement and
requires neither excessive preprocessing nor strong assumptions, it is a very
general solution to human motion tracking that can be specialized further. It
might also be applied to other problems where filtering or local optimization
perform poorly. For future work, we intend to reduce the computation time
further by exploiting the parallel structure of ISA and graphics hardware.
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